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Abstract
We study the approximability of the Longest Run Subsequence problem (LRS for short). For a
string S = s1 · · · sn over an alphabet Σ, a run of a symbol σ ∈ Σ in S is a maximal substring of
consecutive occurrences of σ. A run subsequence S′ of S is a sequence in which every symbol σ ∈ Σ
occurs in at most one run. Given a string S, the goal of LRS is to find a longest run subsequence S∗

of S such that the length |S∗| is maximized over all the run subsequences of S. It is known that
LRS is APX-hard even if each symbol has at most two occurrences in the input string, and that LRS
admits a polynomial-time k-approximation algorithm if the number of occurrences of every symbol
in the input string is bounded by k. In this paper, we design a polynomial-time k+1

2 -approximation
algorithm for LRS under the k-occurrence constraint on input strings. For the case k = 2, we further
improve the approximation ratio from 3

2 to 4
3 .
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1 Introduction

The main goal of genome analysis is to study and compare genetic content among organisms,
and thus genome sequencing to determine the complete sequence of a genome is one of its
most important stages. Since the first whole genome was obtained [10], genome sequencing
technologies have significantly improved. Almost all the current DNA sequencing technologies
are based on the following process: First, tens or hundreds of millions of fragments from
random positions on the DNA sequence are read via shotgun sequencing. Second, these
randomly extracted fragments, called reads, are merged to form a set of contiguous sequences,
called contigs, by using an assembly algorithm. Then, the contigs are ordered correctly in a
phase called scaffolding. One commonly used approach for scaffolding is to rearrange contigs
by comparing two or more incomplete assemblies of related samples (see, for example, [8]).
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2:2 Approximation Algorithms for the Longest Run Subsequence Problem

In the context of the scaffolding phase of genome assembly, the One-Sided Scaffold
Filling problem [9], Two-Sided Scaffold Filling problem [7], One-Side-Filled
Longest Common Subsequence problem [3], and Two-Side-Filled Longest Common
Subsequence problem [4] were formulated as combinatorial optimization problems on
two strings. For those problems, their computational complexities were proved, and then
fixed-parameter tractable algorithms, approximation algorithms, and exponential-time exact
algorithms were proposed in [2, 3, 4, 7]. Very recently, as a different formulation of the
scaffolding phase, Schrinner et al. [11, 12] introduced the Longest Run Subsequence
problem (LRS for short), defined as follows: For a string S = s1 · · · sn over an alphabet Σ,
a run of a symbol σ ∈ Σ in S is a maximal substring of consecutive occurrences of σ. A run
subsequence S′ of S is a sequence in which every symbol σ ∈ Σ occurs in at most one run.
Given a string S, the goal of LRS is to find a longest run subsequence S∗ of S such that the
length |S∗| is maximized over all the run subsequences of S.

▶ Example 1. Consider the string S = abacacbbab over the alphabet Σ = {a, b, c}. It
contains (i) four runs of symbol a, i.e., a in the first position, a in the third position, a in the
fifth position, and a in the ninth position, (ii) three runs of symbol b, i.e., b in the second
position, bb in the seventh and eighth positions, and b in the tenth position, and (iii) two
runs of c, i.e., c in the fourth position, and c in the sixth position in S. The numbers of
occurrences of a, b, and c are four, four, and two, respectively.

An optimal solution to LRS on input S is S∗ = aaccbbb. For example, the leftmost run aa

of length two in S∗ is obtained from the leftmost substring aba in S by deleting the second
character b. One sees that S∗ is a run subsequence, i.e., S∗ contains (at most) one run for
every symbol. The length of S∗ is seven. Note that S′ = aaacbbb is another optimal solution
since |S′| is also seven. ⌟

Schrinner et al. [12] showed that LRS is NP-hard. Subsequently, Dondi and Sikora [5]
showed that LRS is APX-hard even if each symbol has at most two occurrences in the input
string, and that LRS admits a polynomial-time min{|Σ|, k}-approximation algorithm if the
number of occurrences of every symbol in the input string is bounded by k.

In this paper, we propose the following improved approximation algorithms for LRS:
We first design a polynomial-time k+1

2 -approximation algorithm for LRS, when the number
of occurrences of every symbol is at most k.
For the case k = 2, we further improve the approximation ratio from 3

2 to 4
3 .

Related work. The fixed-parameter tractability and the parameterized complexity of LRS
have been previously investigated [5, 12]: Schrinner et al. [12] showed that there is an
O(|Σ| · |S| ·2|Σ|)-time algorithm, given a string S over an alphabet Σ as input of LRS, i.e., LRS
is fixed-parameter tractable when parameterized by the size |Σ| of the alphabet on which the
input string is defined. Dondi and Sikora [5] showed that LRS can be solved by a randomized
algorithm in O(2r · r · |S|3) time and polynomial space, where r is the number of different
runs in a solution, and thus r ≤ |S|. They also proved that LRS admits a polynomial kernel
when parameterized by the length of the solution, but that it does not admit a polynomial
kernel when parameterized by the size |Σ| of the alphabet or by the number r of runs.

2 Preliminaries

Let Σ be a finite alphabet of symbols. A string S = s1 · · · sn is a sequence of n characters,
each of which is a symbol in Σ. Two or more characters in S can be the same symbol in Σ.
For a string S = s1 · · · sn, |S| denotes the length of S, i.e., |S| = n. A subsequence of S is a



Y. Asahiro, H. Eto, M. Gong, J. Jansson, G. Lin, E. Miyano, H. Ono, and S. Tanaka 2:3

sequence si1 · · · sim , such that 1 ≤ i1 < i2 < · · · < im ≤ |S|. Let S[i] denote the character of
S in the ith position for 1 ≤ i ≤ |S|, and S[i, j] denote the substring of S that starts from
the ith position and ends at the jth position. For a symbol σ, we denote by σk a string that
is the concatenation of k occurrences of symbol σ for some integer k ≥ 1. A run in S is a
substring S[i, j] such that: (1) S[i] = S[i + 1] = · · · = S[j]; (2) S[i − 1] ̸= S[i] if i > 1; and
(3) S[j + 1] ̸= S[j] if j < |S|. For any σ ∈ Σ, a run in S of the form σk is called a length-k
σ-run in S. Observe that if S[i, j] is a σ-run, then it has length j − i + 1. Given a string
S on alphabet Σ, a run subsequence S′ of S is a subsequence in which every symbol σ ∈ Σ
occurs in at most one run.

Let occ(σ) be the number of occurrences of σ in the input string S. Let occmax(S) =
maxσ∈S occ(σ). For example, consider a string S = abacaabbab. Then, S includes four a-runs,
a, a, a2, and a, three b-runs, b, b2, and b, and one length-1 c-run. The number occ(a) of
occurrences of a is five. Also, occ(b) = 4 and occ(c) = 1. Therefore, occmax(S) = 5.

Our problem LRS can be formulated as follows:

▶ Problem 2 (Longest Run Subsequence problem, LRS). Given an alphabet Σ and a
string S = s1 · · · sn with si ∈ Σ, the goal of LRS is to find a longest run subsequence S∗ of S,
i.e., every σ ∈ Σ occurs in at most one run in S∗ and the length |S∗| is maximized over all
the run subsequences of S.

Schrinner et al. [12] show that LRS is NP-hard by giving a polynomial-time reduction
from the Linear Ordering problem, which is shown to be NP-hard in [6]. In this paper
we consider the following restricted LRS:

▶ Problem 3 (k-Longest Run Subsequence problem, k-LRS). If the maximum number
occmax(S) of occurrences of symbols in the input S is bounded by k, then the problem is
called the k-Longest Run Subsequence problem, k-LRS.

One sees that 1-LRS is trivial since the length of all the runs in the input string S is one,
and thus the input S itself is the optimal run subsequence. Dondi and Sikora [5] show that
2-LRS remains hard even from the approximation point of view; they give an L-reduction
from the Minimum Independent Set on Cubic Graph problem, which is shown to be
APX-hard in [1]:

▶ Proposition 4 ([5]). 2-LRS is APX-hard.

Suppose that an input string of k-LRS is S over an alphabet Σ. Also, without loss of
generality, we assume here that every symbol in Σ appears at least once, and the maximum
number occmax(S) of occurrences of symbols in S is k. Note that the length of an optimal run
subsequence is bounded by k|Σ|. Consider the following two simple algorithms, (i) and (ii):

(i) Arbitrarily select one run of every symbol σ ∈ Σ in S, and construct a run subsequence
S′ by concatenating all the selected runs.

One sees that |S′| is at least |Σ|. Therefore, we can conclude that k-LRS is k-approximable.

(ii) Find a symbol, say, σ of the maximum occurrences k, and construct another run
subsequence S′′ = σk.

Then, we can conclude that k-LRS is |Σ|-approximable. By using those two algorithms,
we obtain the following proposition:

▶ Proposition 5 ([5]). There is a min(|Σ|, k)-approximation algorithm for k-LRS.

Since min(|Σ|, k) ≤
√

|S|, the above proposition implies the following:

▶ Corollary 6 ([5]). The general LRS problem admits a
√

|S|-approximation algorithm.

CPM 2023



2:4 Approximation Algorithms for the Longest Run Subsequence Problem

3 A polynomial-time k+1
2 -approximation algorithm for k-LRS

In this section, we improve the approximation ratio for k-LRS from k to k+1
2 . Our approxim-

ation algorithm ALG uses a very natural idea:

Algorithm ALG. Given an input string S over an alphabet Σ, ALG selects a longest σ-run in
S for each σ ∈ Σ, and outputs the concatenation of all the selected longest runs.

▶ Example 7. Consider the input string S = abacaabbab (for 5-LRS). The longest a-run,
b-run, c-run are aa in the fifth and sixth positions, bb in the seventh and eighth positions,
and c in the fourth position. Therefore, the output of ALG is ALG = caabb. ⌟

We now prove that the above simple algorithm achieves the claimed approximability
bound:

▶ Theorem 8. ALG is a polynomial-time k+1
2 -approximation algorithm for k-LRS.

Proof. Clearly, ALG returns a valid solution since one run is selected for every symbol in
S, and runs in polynomial time. We bound its approximation ratio in the following. Let S

be an input string of k-LRS. We assume that S consists of m symbols, i.e., |Σ| = m, and
occmax(S) = k. Then, suppose that OPT and ALG are solutions obtained by an optimal
algorithm and our algorithm ALG, respectively, for the input S. We consider the following
two cases: (Case 1) The length of every run in S is one, and (Case 2) the length of some
run in S is at least two.

(Case 1). Suppose that the length of every run in S is one. Let mℓ be the number of
symbols in OPT such that the length of the run of those symbols is exactly ℓ (≤ k).

First, the following two equalities hold:

|OPT | =
k∑

i=1
i · mi; and (1)

|ALG| = m. (2)

Let D be the number of characters deleted from S by the optimal algorithm. Since

|Σ| =
k∑

i=0
mi = m and occmax(S) = k, the following is satisfied:

|OPT | = |S| − D ≤ km − D. (3)

We now derive a lower bound on D. Suppose that a symbol σ2 in S appears exactly
twice in the optimal solution OPT , i.e., OPT contains the length-2 σ2-run σ2σ2. Recall
that the length of all the runs in the input string S is one. Namely, there is at least one
different character, say, σ′ between two σ2’s in S. That is, σ′ must be deleted from S in
order to obtain the length-2 σ2-run. Since OPT contains m2 symbols such that the length
of the runs of those symbols is exactly two, the total number of deleted characters from S to
obtain the length-2 runs is at least m2. It is important to note that the character-deletion to
obtain each run is independently carried out, and therefore the number of deleted characters
is not doubly counted. Similarly, the total number of deleted characters from S to obtain the
length-ℓ runs is at least (ℓ − 1)mℓ for each 3 ≤ ℓ ≤ k. As a result, we obtain the following
lower bound on D:

D ≥ m2 + 2m3 + · · · + (k − 1)mk =
k∑

i=2
(i − 1)mi =

k∑
i=1

(i − 1)mi. (4)
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From Eq.(3) and Eq.(4), the following inequality holds:

|OPT | ≤ km −
k∑

i=1
(i − 1)mi.

From Eq.(1), this can be rewritten as:

|OPT | ≤ (k + 1)m − |OPT |,

and then rearranged to give:

|OPT | ≤ (k + 1)m
2 .

From Eq.(2), we obtain the following approximation ratio:

|OPT |
|ALG|

≤ k + 1
2 .

(Case 2). Suppose that the length of a σ-run in S is at least two and S consists of symbols
in Σ. For every such symbol σ ∈ Σ, we consider a different symbol σ, called a dummy symbol.
Then, we insert σ between every consecutive two symbols σσ in S so that the two σ’s are
not consecutive. Hence we obtain a longer sequence Sd such that the length of all the runs
in Sd is one. For example, consider a string

S = abacaabbbab.

Then, we insert a dummy a between the fifth and the sixth positions, a dummy b between
the seventh and the eighth positions, and the other dummy b between the eighth and the
ninth positions as follows:

Sd = abacaaabbbbbab.

Note that the number of occurrences of each dummy σ is at most k − 1 since the maximum
number occmax(S) of occurrences of (original) symbols in S is bounded by k. Suppose that
OPTd and ALGd are solutions obtained by an optimal algorithm and our algorithm ALG,
respectively, for the input Sd. One sees that the maximum number occmax(Sd) of occurrences
of symbols in Sd is also bounded by k. Therefore, from the arguments in (Case 1), the
following inequality is satisfied:

|OPTd|
|ALGd|

≤ k + 1
2 . (5)

The original input S is a subsequence of Sd. Hence, the following clearly holds:

|OPT | ≤ |OPTd|. (6)

Now consider ALG and ALGd. (i) For each symbol σ such that the length of all the
σ-runs is one, its dummy σ is not inserted into Sd. Hence, ALG and ALGd contain one σ,
but, of course, neither contains any σ. (ii) If the maximum length of a σ-run in S is (at
least) two for some symbol σ, then ALG contains (at least) two σ’s. On the other hand,
ALGd contains one σ and one dummy σ instead. From (i) and (ii), we have:

|ALG| ≥ |ALGd|. (7)

CPM 2023



2:6 Approximation Algorithms for the Longest Run Subsequence Problem

From the three inequalities (5), (6), and (7), the following approximation ratio is obtained
again:

|OPT |
|ALG|

≤ |OPTd|
|ALGd|

≤ k + 1
2 .

For both cases (Case 1) and (Case 2), the approximation ratio of ALG is bounded above
by k+1

2 . ◀

▶ Remark 9. To see that the approximation analysis above is tight, consider the following
string S, where |S| = n = 2kℓ, and σi ̸= σj for i ̸= j.

S =
2k︷ ︸︸ ︷

σ1σ2σ1σ2 · · · σ1σ2

2k︷ ︸︸ ︷
σ3σ4σ3σ4 · · · σ3σ4 · · ·

2k︷ ︸︸ ︷
σ2ℓ−1σ2ℓσ2ℓ−1σ2ℓ · · · σ2ℓ−1σ2ℓ .

Namely, the length-2k prefix string contains k σ1’s and k σ2’s alternatively. The next string
of length 2k contains k σ3’s and k σ4’s alternatively, and so on. Then, we can obtain the
following run subsequence S′ by deleting k − 1 σ2’s from the first length-2k prefix string,
k − 1 σ4’s from the next string of length 2k, and so on:

S′ = σk
1 σ2σk

3 σ4 · · · σk
2ℓ−1σ2ℓ.

Hence, the length of OPT is at least |S′| = (k + 1)ℓ. On the other hand, the solution ALG

of our algorithm ALG for S contains one of the k σi’s for each 1 ≤ i ≤ 2ℓ:

ALG = σ1σ2 · · · σ2ℓ.

The length of ALG is 2ℓ. As a result,

|OPT |
|ALG|

≥ k + 1
2 .

This shows that the analysis of the approximation ratio in the proof of Theorem 8 is tight. ⌟

Recall that we can always return a run subsequence of length k as shown in the previous
section, and k-LRS is |Σ|-approximable. Therefore, we obtain the following corollary:

▶ Corollary 10. There is a polynomial-time min{|Σ|, k+1
2 }-approximation algorithm for

k-LRS.

4 A polynomial-time 4
3-approximation algorithm for 2-LRS

For 2-LRS, ALG achieves the approximation ratio of 3
2 . In this section we improve the

approximation ratio to 4
3 .

As shown in Remark 9, the following string S is a bad example for ALG.

S = ababcdcdefef.

One sees that from the leftmost substring S[1, 4] = abab of length four (resp. S[5, 8] = cdcd

and S[9, 12] = efef), we can only obtain a run subsequence of length at most three, i.e.,
the length of any optimal solution is at most nine. Therefore, one of the possible optimal
solution OPT for S is:

OPT = aabccdeef.
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The solution ALG of ALG for S is:

ALG = abcdef.

Namely, OPT has two a’s (resp. two c’s and two e’s), but ALG has only one a (resp. one
c and one e). This observation suggests to us that if there is only one character, say, σ′

between two occurrences of a symbol σ, then we should delete σ′ and obtain a run σσ of
length two. This is a basic strategy of our new algorithm ALG2.

Before describing details of ALG2, we give some definitions which are used in the following.
Let S be an input string. Assume that all the symbols in Σ appear in S. We define several
subsets of Σ in the following.

Let Σ1 = {σ | occ(σ) = 1, σ ∈ Σ} be a set of symbols that appear exactly once in the
input string S.
Let Σ2 = {σ | occ(σ) = 2, σ ∈ Σ} be a set of symbols that appear exactly twice in the
input string S.

Note that Σ = Σ1 ∪ Σ2 in 2-LRS. Now, we consider a symbol σ ∈ Σ2 and define several
disjoint subsets of Σ2. In the following, by distance we mean the number of characters
between the two occurrences of a symbol.

If two σ’s consecutively appear in S, then we call σ a distance-0 symbol. Let Σ2,0 be a
subset of all the distance-0 symbols in Σ2.
If there is one character between two σ’s, then we call σ a distance-1 symbol. Let Σ2,1 be
a subset of all the distance-1 symbols in Σ2.
We define Σ2,≥2 = Σ2 \ (Σ2,0 ∪ Σ2,1), i.e., for each σ ∈ Σ2,≥2, σ appears twice in S and
there are at least two characters between the two σ’s.

Next, consider a symbol γ ∈ Σ1. As a special case, the left and the right symbols of γ

can be the same symbol γ′ ∈ Σ2,1, i.e., the input string S possibly contains a substring γ′γγ′

of length 3, called a special triple.
Let Γ1 be a set of center symbols of special triples. Note that Γ1 ⊆ Σ1.
Let Γ2,1 be a set of left and right symbols of special triples. Note that Γ2,1 ⊆ Σ2,1.

One sees that |Γ1| = |Γ2,1|.
Finally, consider two symbols σ and σ′ in Σ2,1 \ Γ2,1 in the input string S such that

the substring(s) containing σ and σ′ can be represented by (i) S = · · · σσ′σσ′ · · · , or
(ii) S = · · · σλσ · · · σ′λ′σ′ · · · , where both λ and λ′ are in Σ2,≥2. (i) If S contains σσ′σσ′ as
a substring, then we say that a pair of σ and σ′ is called a Ψ-pair. Then, σ and σ′ belong to
a set Ψ2,1. (ii) If λ = λ′, then we say that a pair of σ and σ′ is a Λ-pair related to λ. Then,
σ and σ′ belong to a set Λ2,1 and λ belongs to Λ2,≥2. Note that |Λ2,1| = 2|Λ2,≥2|.

Algorithm. The following is a description of our algorithm ALG2. During execution of ALG2,
we determine which characters are included into the run subsequence ALG2 or not, step
by step. Finally, ALG2 outputs the concatenation of the characters (or the subsequences)
included into ALG2 in each step.

Algorithm ALG2.

Input An input string S over an alphabet Σ such that every symbol in Σ appears at
most twice.

Output A run subsequence.

CPM 2023



2:8 Approximation Algorithms for the Longest Run Subsequence Problem

Step 1. Count the number of occurrences of every symbol in Σ, and divide Σ to two
subsets Σ1 and Σ2. Then, examine the distance of every symbol in Σ2, and obtain
Σ2,0, Σ2,1, and Σ2,≥2.

Step 2. Find all the special triples, all the Ψ-pairs, and all the Λ-pairs.
Step 3. For every σ ∈ Σ2,0, the length-2 σ-run σ2 is included into ALG2.
Step 4. For every σ ∈ Σ2,1, execute the following:

(i) For every special triple γ′γγ′, the first two characters γ′ ∈ Γ2,1 and γ ∈ Γ1 are
included into ALG2. That is, the third character γ′ of that special triple is not
included into ALG2.

(ii) For every Ψ-pair of σ and σ′, i.e., for each string σσ′σσ′, its subsequence
σσ′σ′ is included into ALG2. That is, the third character σ of that string is not
included into ALG2.

(iii) For every Λ-pair related to λ of σ and σ′, i.e., for two strings σλσ and σ′λσ′,
two subsequences σλ, and σ′2 are included into ALG2. That is, the third
character σ of the former string and the second character λ of the latter string
are not included into ALG2.

(iv) For every σ ∈ Σ2,1 \ (Γ2,1 ∪ Ψ2,1 ∪ Λ2,1), σ2 is included into ALG2. That is,
the character between the two σ’s is not included into ALG2.

Step 5. For every σ ∈ Σ2,≥2 \ Λ2,≥2, only the first occurrence of σ is included into
ALG2. That is, if neither of the two occurrences of σ is determined whether or not
to be included into ALG2, then the first occurrence is included into ALG2 and the
other not into ALG2

1. If only one occurrence remains undetermined, then it is
included into ALG2.

Step 6. Every σ ∈ Σ1 \ Γ1 is included into ALG2.
Step 7. Output the concatenation of the characters and the subsequences included

into ALG2 in Step 3 through Step 6 as a run subsequence, and then halt.

▶ Remark 11. Importantly, the output run subsequence of ALG2 includes at least one
occurrence of every symbol in Σ. ⌟

▶ Example 12. To clarify the behavior of ALG2, we take a look at the following input string
of length 20:

S = abacdbdecefgfhhijkjk.

One sees that Σ1 = {g, i}, Σ2,0 = {h}, Σ2,1 = {a, d, e, f, j, k}, and Σ2,≥2 = {b, c}.
(Step 3) S[14, 15] = hh is included into ALG2. (Step 4-(i)) Since f ∈ Σ2,1 and g ∈ Σ1,
S[10, 12] = fgf is a special triple. Therefore, we select fg from fgf . (Step 4-(ii)) Since there
is a substring S[17, 20] = jkjk, the pair of j and k is a Ψ-pair, Ψ2,1 = {j, k}. Then, jkk is
included into ALG2. (Step 4-(iii)) S contains S[1, 3] = aba and S[5, 7] = dbd and thus the
pair of a and d is a Λ-pair related to b; Λ2,1 = {a, d} and Λ2,≥2 = {b}. Hence, ab and dd are
included into ALG2. (Step 4-(iv)) From S[8, 10] = ece, we obtain a run e2 of length two, and
S[9] = c is not included into ALG2. (Step 5) The fourth character c is included into ALG2
since c ∈ Σ2,≥2 \ Γ2,≥2 and S[9] = c is not included into ALG2 in Step 4-(iv). (Step 6) The

1 Alternatively, we can choose any one of the two occurrences of each symbol, to obtain the same
approximation ratio.
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16th character i is included into ALG2 since i ∈ Σ1 \ Γ1. (Step 7) Finally, the following
concatenation of the characters and the subsequences obtained in Step 3 through Step 6 is
output as the run subsequence ALG2 of length 15:

ALG2 = abcddeefghhijkk.

⌟

▶ Theorem 13. ALG2 is a polynomial-time 4
3 -approximation algorithm for 2-LRS.

Proof. Clearly, ALG2 returns a valid solution and runs in polynomial time. We bound its
approximation ratio in the following. Suppose that OPT and ALG2 are run subsequences
obtained by an optimal algorithm and our algorithm ALG2, respectively, for the input string S.

We assume that the optimal run subsequence OPT consists of the following symbols
(OPT1 through OPT4) or characters in special triples (OPT5):
(OPT1) Consider symbols in Σ2,≥2. Suppose that there are m2,≥2,2 symbols such that two

occurrences of each of them are included into OPT by deleting all the characters between
two occurrences. Also, suppose that there are m2,≥2,1 (resp. m2,≥2,0) symbols such that
one occurrence (resp. no occurrence) of each of them is included into OPT .

(OPT2) Consider symbols in Σ2,1 \ Γ2,1. Suppose that there are m2,1,2 symbols such that
two occurrences of each of them are included into OPT by deleting one character between
two occurrences. Also, suppose that there are m2,1,1 (resp. m2,1,0) symbols such that
one occurrence (resp. no occurrence) of each of them is included into OPT .

(OPT3) Consider symbols in Σ2,0. Suppose that there are m2,0,2 (resp. m2,0,0) symbols
such that two occurrences (resp. no occurrence) of each of them are included into OPT .
Remark that since the goal is to maximize the length of the run subsequence, we can
assume that two occurrences (one run of length two) of the symbol in Σ2,0 are completely
included into OPT , or completely deleted.

(OPT4) Consider symbols in Σ1 \ Γ1. Suppose that there are m1,1 (resp. m1,0) symbols
such that one occurrence (resp. no occurrence) of each of them is included into OPT .

(OPT5) Consider special triples. For example, take a look at γ′γγ′ where γ ∈ Γ1 and
γ′ ∈ Γ2,1. One sees that we cannot select all the three characters into any solution
subsequence since it can contain at most one run for every symbol. Therefore, OPT

includes at most two characters of the special triple, γ′2, γ′γ, or γγ′. Since the goal is to
maximize the length of the run subsequence, we can assume that OPT includes one of
the two characters of the special triple, or does not include any character from the special
triple. Suppose that there are mγ,2 (resp. mγ,0) special triples such that two characters
(resp. no character) of each of them are included into OPT .

Then, the length of OPT is calculated as follows:

|OPT | =
OPT1︷ ︸︸ ︷

2m2,≥2,2 + m2,≥2,1 +
OPT2︷ ︸︸ ︷

2m2,1,2 + m2,1,1 +
OPT3︷ ︸︸ ︷

2m2,0,2 +
OPT4︷︸︸︷
m1,1 +

OPT5︷ ︸︸ ︷
2mγ,2 . (8)

Now, let D be the number of deleted symbols from S by the optimal algorithm. Then, D

is counted by the above assumption:

D =
OPT1︷ ︸︸ ︷

m2,≥2,1 + 2m2,≥2,0 +
OPT2︷ ︸︸ ︷

m2,1,1 + 2m2,1,0 +
OPT3︷ ︸︸ ︷

2m2,0,0 +
OPT4︷︸︸︷
m1,0 +

OPT5︷ ︸︸ ︷
mγ,2 + 3mγ,0 . (9)

Next, we consider a lower bound on D. As for symbols in Σ2,≥2, we assumed in (OPT1)
that there are m2,≥2,2 symbols such that two occurrences of each of them are included into
OPT , i.e., at least two characters between the two occurrences must be deleted. Also, as
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for symbols in Σ2,1 \ Γ2,1, we assumed in (OPT2) that there are m2,1,2 symbols such that
two occurrences of each of them are included into OPT , i.e., one character between the two
occurrences must be deleted. As a result, the following inequality holds:

D ≥ 2m2,≥2,2 + m2,1,2. (10)

Now, we estimate the length of the output run subsequence of ALG2.
(ALG1) Consider symbols in Σ2,0. In Step 3, two occurrences of every symbol in Σ2,0 are

included into ALG2, i.e., 2m2,0,2 + 2m2,0,0 characters are included into ALG2.
(ALG2) Consider symbols in Γ2,1. In Step 4-(i), one occurrence of every symbol in Γ2,1 is

included into ALG2, i.e., mγ,2 + mγ,0 characters are totally included in ALG2.
(ALG3) Consider symbols in Σ1. In Step 4-(i), every symbol in Γ1 (⊆ Σ1) is included into

ALG2. In Step 6, every symbol in Σ1 \ Γ1 is included into ALG2. That is, all the symbols
in Σ1 are included into ALG2. In total, m1,1 +m1,0 +mγ,2 +mγ,0 characters are included
into ALG2.

(ALG4) Consider symbols in Σ2,≥2. In Step 4-(iii), one occurrence of every symbol in Λ2,≥2
(⊆ Σ2,≥2) is included into ALG2. Also, in Step 5, one occurrence of every symbol in
Σ2,≥2 \ Λ2,≥2 is included into ALG2. In total, m2,≥2,2 + m2,≥2,1 + m2,≥2,0 characters are
included into ALG2.

(ALG5) Consider symbols in Σ2,1 \ Γ2,1. Recall that |Σ2,1 \ Γ2,1| = m2,1,2 + m2,1,1 + m2,1,0.
Consider a Ψ-pair of σ and σ′, i.e., a substring σσ′σσ′ of length four in S. In Step 4-(ii),
three characters σ, σ′, and σ′ are selected from the Ψ-pair of σ and σ′. Namely, we can
see that three characters per two symbols are included into ALG2. Also, in Step 4-(iii),
three characters σ, σ′, and σ′ are selected from every Λ-pair of σ and σ′. Again, three
characters per two symbols are included into ALG2. In Step 4-(iv), two occurrences of
every symbol in (Σ2,1 \ Γ2,1) \ (Ψ2,1 ∪ Λ2,1) are included into ALG2. As a result, at least
3
2 (m2,1,2 + m2,1,1 + m2,1,0) characters are included into ALG2.

Then, the following inequality on the length of ALG2 holds:

|ALG2| ≥
ALG4︷ ︸︸ ︷

m2,≥2,2 + m2,≥2,1 + m2,≥2,0 +

ALG5︷ ︸︸ ︷
3
2(m2,1,2 + m2,1,1 + m2,1,0)

+
ALG1︷ ︸︸ ︷

2m2,0,2 + 2m2,0,0 +
ALG2 and ALG3︷ ︸︸ ︷

m1,1 + m1,0 + 2mγ,2 + 2mγ,0 . (11)

From Eq.(9) and Eq.(10), we obtain the following inequality:

1
3(m2,≥2,1 + 2m2,≥2,0 − m2,1,2 + m2,1,1 + 2m2,1,0 + 2m2,0,0 + m1,0 + mγ,2 + 3mγ,0)

≥ 2
3m2,≥2,2. (12)

Therefore, from Eq.(8) and Eq.(12), |OPT | is bounded as follows:

|OPT | =
(

4
3m2,≥2,2 + 2

3m2,≥2,2

)
+ m2,≥2,1 + 2m2,1,2 + m2,1,1

+ 2m2,0,2 + m1,1 + 2mγ,2

≤ 4
3m2,≥2,2 + 4

3m2,≥2,1 + 2
3m2,≥2,0 + 5

3m2,1,2 + 4
3m2,1,1 + 2

3m2,1,0

+ 2m2,0,2 + 2
3m2,0,0 + m1,1 + 1

3m1,0 + 7
3mγ,2 + mγ,0 (13)
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One can verify that the following is satisfied from Eq.(11) and Eq.(13):

|OPT |
|ALG2|

≤ 4
3 . ◀

▶ Remark 14. Again, we can show the tightness for the approximation ratio 4
3 of ALG2.

Consider the following string S, where |S| = n = 6ℓ.

S = σ1σ2σ3σ1σ2σ3σ4σ5σ6σ4σ5σ6 · · · σ3ℓ−2σ3ℓ−1σ3ℓσ3ℓ−2σ3ℓ−1σ3ℓ.

Then, we can find the following run subsequence S′:

S′ = σ2
1σ2σ3σ2

4σ5σ6 · · · σ2
3ℓ−2σ3ℓ−1σ3ℓ

Therefore, the length of OPT is at least |S′| = 4ℓ. On the other hand, the solution of our
algorithm ALG2 for S contains only one of the two σi’s for each 1 ≤ i ≤ 3ℓ since every symbol
is in Σ2,≥2:

ALG2 = σ1σ2 · · · σ3ℓ.

The length of ALG2 is 3ℓ. As a result,

|OPT |
|ALG2|

≥ 4
3 .

This shows that the above approximation analysis is tight. ⌟

5 Conclusion

We have presented a polynomial-time k+1
2 -approximation algorithm for k-LRS, where the

number of occurrences of every symbol in the input string is at most k. Then, for the
case k = 2, we have reduced the approximation ratio to 4

3 . The current approximation
algorithm for 2-LRS is a little bit complicated, and thus might be simplified to obtain the
same approximation ratio. Future work is to further improve the approximation ratio of
4
3 for 2-LRS, and to design an even better approximation algorithm for general k-LRS. It
would also be useful to derive tight bounds on the polynomial-time approximation hardness
of k-LRS in terms of k.
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