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Algorithm 4: REVERSE-SEARCH(! D
p1p2 : : : pn)
1 Let r.!/ be a reverse point of ! ;
2 Output ! ;
3 for each i D 1; 2; : : : ; r.!/! 1 do
4 REVERSE-SEARCH(!Œi")

5 if r.!/ " n! 2 and pr.!/ < pr.!/C2 then
REVERSE-SEARCH(!Œr.!/C 1")

is not a child permutation. Based on the above
observation, we obtain the enumeration algorithm
shown in Algorithm 4. To begin, Algorithm 4 is
called with the identity permutation which is the
root of the family tree.

By maintaining the reverse point of the current
permutation in a traverse of the family tree, we
can use a stack to generate each child permutation
in O.1/ time. To estimate the running time of the
algorithm, note that the algorithm can traverse
each edge of the family tree in O.1/ time.
However, the delay time of the algorithm is not
bounded by O.1/ time for the case that the next
permutation is output after deep recursive calls
without outputting any permutation. However,
by applying the speed-up method proposed by
Nakano and Uno [6], we have the following
lemma.

Theorem 3 ([9]) After constructing the root (the
identity permutation) in O.n/ time, one can enu-
merate all the permutations in Sn by the reverse
search method with a constant time delay. The
required working space is O.n/.
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ProblemDefinition

Let n be a positive integer. A distance matrix
of order n is a matrix D of size .n ! n/ which
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satisfies (1) Di;j > 0 for all i; j 2 f1; 2; : : : ; ng
with i ¤ j ; (2) Di;j D 0 for all i; j 2
f1; 2; : : : ; ng with i D j ; and (3) Di;j D Dj;i

for all i; j 2 f1; 2; : : : ; ng. In the literature,
a distance matrix of order n is also called a
dissimilarity matrix of order n.

Below, all trees are assumed to be unrooted
and edge-weighted. For any tree T , the distance
between two nodes u and v in T is defined as the
sum of the weights of all edges on the unique path
in T between u and v and is denoted by dT

u;v . A
tree T is said to realize a given distance matrixD
of order n if and only if it holds that f1; 2; : : : ; ng
is a subset of the nodes of T and dT

i;j D Di;j

for all i; j 2 f1; 2; : : : ; ng. Finally, a distance
matrix D is called additive or tree-realizable if
and only if there exists a tree which realizes D.
See Fig. 1 for an example.

Problem 1 (The Phylogenetic Tree from Dis-
tance Matrix Problem)
INPUT: A distance matrix D of order n
OUTPUT: A tree which realizes D and has the
smallest possible number of nodes, if D is addi-
tive, otherwise null

In the time complexities listed below, the time
needed to input all of D is not included. Instead,
O.1/ is charged to the running time whenever
an algorithm requests to know the value of any
specified entry of D.

Key Results

Several authors have independently shown how
to solve the Phylogenetic Tree from Distance
Matrix Problem in O.n2/ time. (See [5] for a
short survey of older algorithms which do not run
in O.n2/ time.)

Theorem 1 ([2, 4, 5, 7, 14]) There exists an al-
gorithm which solves the Phylogenetic Tree from
Distance Matrix Problem in O.n2/ time.

Although the various existing algorithms are
different, it can be proved that:

Theorem 2 ([8, 14]) For any given distance ma-
trix, the solution to the Phylogenetic Tree from
Distance Matrix Problem is unique.

Furthermore, the algorithms referred to in
Theorem 1 have optimal running time since
any algorithm for the Phylogenetic Tree from
Distance Matrix Problem must in the worst case
query all ˝.n2/ entries of D to make sure that
D is additive. However, if it is known in advance
that the input distance matrix is additive, then the
time complexity improves as follows.

Theorem 3 ([9, 12]) There exists an algorithm
which solves the Phylogenetic Tree from Distance
Matrix Problem restricted to additive distance
matrices in O.kn logk n/ time, where k is the
maximum degree of the tree that realizes the input
distance matrix.

The algorithm of Hein [9] starts with a tree
containing just two nodes and then successively
inserts each node i into the tree by repeatedly
choosing a pair of existing nodes and computing
where on the path between them that i should be
attached, until i ’s position has been determined.
The same basic technique is used in the O.n2/-
time algorithm of Waterman et al. [14] referenced
to by Theorem 1 above, but the algorithm of
Hein selects paths which are more efficient at dis-
criminating between the possible positions for i .
According to [12], the running time of Hein’s
algorithm is O.kn logk n/.

A lower bound that implies the optimality of
Theorem 3 is given by the next theorem.

Theorem 4 ([10]) The Phylogenetic Tree from
Distance Matrix Problem restricted to additive
distance matrices requires ˝.kn logk n/ queries
to the distance matrix D, where k is the maxi-
mum degree of the tree that realizes D, even if
restricted to trees in which all edge weights are
equal to 1.

Independently of [9], Culberson and Rud-
nicki [5] presented an algorithm for the
Phylogenetic Tree from Distance Matrix Problem
and claimed it to have O.kn logk n/ time
complexity when restricted to additive distance
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Phylogenetic Tree Construction from a Distance Matrix, Fig. 1 (a) An additive distance matrix D of order 5.
(b) A tree T which realizesD. Here, f1; 2; : : : ; 5g forms a subset of the nodes of T

matrices and trees in which all edge weights
are equal to 1. As pointed out by Reyzin and
Srivastava [12], the algorithm actually runs in
".n3=2

p
k/ time. See [12] for a counterexample

to [5] and a correct analysis. On the positive side,
the following special case is solvable in linear
time by the Culberson-Rudnicki algorithm:

Theorem 5 ([5]) There exists an O.n/-time al-
gorithm which solves the Phylogenetic Tree from
Distance Matrix Problem restricted to additive
distance matrices for which the realizing tree
contains two leaves only and has all edge weights
equal to 1.

Applications

The main application of the Phylogenetic Tree
from Distance Matrix Problem is in the con-
struction of a tree (a so-called phylogenetic tree)
that represents evolutionary relationships among
a set of studied objects (e.g., species or other
taxa, populations, proteins, genes, etc.). Here, it
is assumed that the objects are indeed related
according to a treelike branching pattern caused
by an evolutionary process and that their true
pairwise evolutionary distances are proportional
to the measured pairwise dissimilarities. See,
e.g., [1, 6, 7, 14] for examples and many ref-
erences as well as discussions on how to esti-
mate pairwise dissimilarities based on biological
data. Other applications of the Phylogenetic Tree
from Distance Matrix Problem can be found in
psychology, for example, to describe semantic

memory organization [1], in comparative linguis-
tics to infer the evolutionary history of a set of
languages [11], or in the study of the filiation of
manuscripts to trace how manuscript copies of a
text (whose original version may have been lost)
have evolved in order to identify discrepancies
among them or to reconstruct the original text [1,
3, 13].

In general, real data seldom forms additive
distance matrices [14]. Therefore, in practice,
researchers consider optimization versions of the
Phylogenetic Tree from Distance Matrix Prob-
lem which look for a tree that “almost” real-
izes D. Many alternative definitions of “almost”
have been proposed, and numerous heuristics
and approximation algorithms have been devel-
oped. A comprehensive description of some of
the most popular methods for phylogenetic re-
construction from a non-additive distance matrix
such as Neighbor-joining [16] as well as more
background information can be found in, e.g.,
Chapter 11 of [6]. See also [1] and [15] and the
references therein.
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ProblemDefinition

In the classic VERTEX-DISJOINT PATHS prob-
lem, the input consists of an n-vertex graphG and
k pairs of terminals .si ; ti /kiD1, and the question is
whether there exist pairwise VERTEX-DISJOINT

PATHS P1; P2; : : : ; Pk such that for every 1 "
i " k, the path Pi starts in si and ends in ti . In
this entry we are interested in the complexity of
this problem restricted to planar directed graphs.

Key Results

An algorithm for the VERTEX-DISJOINT PATHS

problem in undirected graphs with running time
f .k/n3 for some function f is one of the key
ingredients of the minor testing algorithm of
Robertson and Seymour [8]. The approach can
be summarized as follows: either the input graph
has treewidth bounded by a function of k, in
which case we can apply standard dynamic


